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#### Abstract

Many countries (e.g. UK, France, Japan, Canada) and international institutions have recently adhered to measuring progress beyond GDP per capita. This, however, often requires dealing with ordinal data. Therefore inequality measurement theory for ordinal data is being developed in the last decade, because standard inequality measures cannot be used for ordinal data; the same applies to measuring welfare (Kobus and Milos, 2012). So far researchers have been focused on developing the dominance criterion proposed by Allison and Foster (2004) (henceforth AF). Yet this criterion seems to be better suited to measuring polarization, and not necessarily inequality, as the two notions are different in a cardinal data setting (Esteban and Ray 1994). Due to limitations of AF approach, welfare measurement, which is related to inequality measurement, has not been developed yet for ordinal data. This note is our preliminary work on measuring inequality and welfare for ordinal data. We propose a framework which can encompass both notions, and within which inequality is different from polarization. In this note we shed light on how standard concepts and theorems can be redefined in our framework.
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## 1 Notation and definitions

$x^{T}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ such that $p_{1}+p_{2}+\ldots+p_{n}=1$
Definition 1. Classical Majorization
For $x, y \in \mathbb{R}_{+}^{n}$,
$x \prec y \quad$ iff $\quad\left\{\begin{array}{c}\Sigma_{i=1}^{k} x_{[i]} \leqslant \Sigma_{i=1}^{k} y_{[i]} \quad k=1,2, \ldots,(n-1) \\ \Sigma_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}\end{array}\right.$
Where $\left(z_{[1]}, z_{[2]}, \ldots, z_{[n]}\right)=$ sort $\downarrow(\boldsymbol{z})$ denoted descendingly sorted (nonincreasing) ordering of $\boldsymbol{z}=$ $\left(z_{1}, z_{2}, \ldots, z_{n}\right)$
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## Definition 2. Generalized Majorization

For $x, y \in \mathbb{R}_{+}^{n}$,

$$
x \preceq y \quad i f f \quad\left\{\begin{array}{l}
\sum_{i=1}^{k} x_{i} \leqslant \sum_{i=1}^{k} y_{i} \quad k=1,2, \ldots,(n-1) \\
\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}
\end{array}\right.
$$

## Definition 3. Vector Majorization

For $x, y \in \mathbb{R}_{+}^{n}$,
$x \leqslant_{\text {vec }} y \quad$ iff $\quad x_{i} \leqslant y_{i} \quad k=1,2, \ldots,(n-1)$

Definition 4. Partial sum matrix ( $\int$ ) is a lower triangular matrix consisting of only 1, i.e. $\int=\left(\zeta_{i j}\right)$ where $\zeta_{i j}=0$ if $j>i$ and $\zeta_{i j}=1$ elsewhere. For example, when $n=6$ :
$\int=\left(\begin{array}{llllll}1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1\end{array}\right)$

## Definition 5. Generalized Majorization (equivalent definition)

For $x, y \in \mathbb{R}_{+}^{n}$,
$x \preceq y \quad i f f \quad \int x \leqslant_{\text {vec }} \int y \quad$ and $\quad \sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}$

Definition 6. Mobius inversion matrix ( $\partial$ ) is a lower triangular matrix consisting of 1 on diagonal,
-1 on neighbourhood elements below diagonal and 0 elsewhere, i.e. $\partial=\left(\mu_{i j}\right)$ where $\mu_{i j}=1$ if $j=i$,
$\mu_{i j}=-1$ if $j+1=i$ and $\mu_{i j}=0$ elsewhere. For example, when $n=6$ :
$\int=\left(\begin{array}{cccccc}1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 & -1 & 1\end{array}\right)$
We denote that $\partial=\int^{-1}$

## Definition 7. Lower Triangular Stochastic Matrix (LTSM)

Matrix is column stochastic if its elements are all nonnegative and all columns add up to 1.
LTSM is column stochastic matrix which has only zero elements above diagonal.
Example:

$$
\left(\begin{array}{cccccc}
\frac{1}{6} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{6} & \frac{1}{5} & 0 & 0 & 0 & 0 \\
\frac{1}{6} & \frac{1}{5} & \frac{1}{4} & 0 & 0 & 0 \\
\frac{1}{6} & \frac{1}{5} & \frac{1}{4} & \frac{1}{3} & 0 & 0 \\
\frac{1}{6} & \frac{1}{5} & \frac{1}{4} & \frac{1}{3} & \frac{1}{2} & 0 \\
\frac{1}{6} & \frac{1}{5} & \frac{1}{4} & \frac{1}{3} & \frac{1}{2} & 1
\end{array}\right)
$$

## Definition 8. LTSM Majorization

For $x, y \in \mathbb{R}_{+}^{n}$,
$x \preceq_{L T S M} y \quad$ iff $\quad x=$ Ly for some LTSM $L$

## 2 LTSM and generalized majorization

Theorem 1. LTSM Majorization $\Longleftrightarrow$ Generalized majorization
Proof:
$\Rightarrow$
Let $x \preceq_{L T S M} y$, then $x=L y$ for some LTSM $L$, then $\int x=\int L y$, which implies $\int x \leqslant_{v e c} \int y^{1}$ and we have $x \preceq y$.
$\Leftarrow$
For the converse we assume $x \preceq y$ and derive an LTSM $L$ such that $x=L y$. Let's assume $x \neq y$, otherwise $L$ would be identity matrix. Let's consider:

Definition 9. Exchange matrix $L_{p q}(\varepsilon)$ which differs from identity only on $\{p, q\} \times\{p, q\}$

Now let's find lowest $p, q$ such that $x_{p} \neq y_{p}$ and $x_{q} \neq y_{q}$ (so we have $x_{1}=y_{1}, \ldots, x_{p-1}=y_{p-1}$ ). There has to exist at least 2 such elements because if their sum is equal, they can't differ on only 1 position. Recall that we have $x \preceq y$ so $x_{p} \leqslant y_{p}$ and $\frac{x_{p}}{y_{p}} \in(0,1]$. We define $\varepsilon=\left(1-\frac{x_{p}}{y_{p}}\right) \in[0,1)$. We have $y^{*}=L_{p q}(\varepsilon) y=\left(y_{1}, y_{2}, \ldots, y_{p-1}, x_{p}, y_{p+1}, \ldots, y_{q-1},\left(y_{q}-y_{p}+x_{p}\right), y_{q+1}, \ldots, y_{n}\right)$. Since $x_{p} \leqslant y_{p}$ we have also $x \leqslant_{v e c} y^{*} \leqslant_{v e c} y$ (so multiplication by $L_{p q}(\varepsilon)$ preserves majorization) and $y *$ agrees with

[^1]$x$ on one more beggining position than $y$. We can now apply our algoritm as an induction step and by at most $n$ exchanges we will obtain $x\left(x=y^{* n}\right)$.

Lemma 1. LTSM form a semigroup.

Proof:
It is clear that identity matrix belongs to LTSM. Now we only need to check that product of 2 LTSM matrices is again LTSM matrix. Let $L$ and $K$ be LTSM matrices.

We have $(L K)_{i j}=l_{i 1} k_{1 j}+l_{i 2} k_{2 j}+\ldots+l_{i n} k_{n j}$. Now remember that $l_{i m}=0$ for $m>i$ and $k_{m j}=0$ for $m<j$, so if we want to obtain nonzero entries we need to have $j \leqslant m \leqslant i$. So $(L K)_{i j}=0$ for $j>i\left(L K\right.$ is lower triangular) and $(L K)_{i j}=l_{i j} k_{j j}+l_{i(j+1)} k_{(j+1) j}+l_{i(i-1)} k_{(i-1) j}+l_{i i} k_{i j}$ for $j \leqslant i$. Let's check if $L K$ is column stochastic:
$\sum_{k=1}^{n}(L K)_{k j}=\Sigma_{x=j}^{n}(L K)_{x j}=\sum_{x=j}^{n} \Sigma_{m=j}^{x} l_{x m} k_{m j}={ }^{2} \sum_{m=j}^{n} k_{m j}\left(\sum_{x=m}^{n} l_{x m}\right)=\sum_{m=j}^{n} k_{m j}=1$ since both $\Sigma_{m=j}^{n} k_{m j}$ and $\Sigma_{x=m}^{n} l_{x m}$ are equal 1 due to L and K being an LTSM.
We can now say that $x=L y=L_{(n-1) n}\left(\varepsilon_{n-1}\right) \ldots L_{23}\left(\varepsilon_{2}\right) L_{12}\left(\varepsilon_{1}\right) y$ by which we finish our proof.
Corollary 1. Each LTSM can be decomposed into product of at most $n-1$ exchange matrices and this semigroup is generated by exchange matrices.

## 3 Generalized Majorization of $n$th order

## Definition 10. Generalized Majorization of nth order

For $x, y \in \mathbb{R}_{+}^{n}$,
$x \preceq^{n} y \quad$ iff $\quad \int^{n} x \leqslant_{\text {vec }} \int^{n} y \quad$ and $\quad\left(\int^{n} x\right)_{n}=\left(\int^{n} y\right)_{n}$
Now let's take $x^{*}=\int^{n-1} x$ and $y^{*}=\int^{n-1} y$. We obtain $\int x^{*} \leqslant_{v e c} \int y^{*}$. By Theorem 1 we know that since $x^{*} \preceq y^{*}$ there exist LTSM $L$ such that $x^{*}=L y^{*}$. So $x=\partial^{n-1} L \int^{n-1} y$.

Definition 11. Semigroups of nth order related to LTSM
Let's define $G^{k}=\left\{\partial^{k-1} L \int^{k-1} \mid L \in L T S M\right\}$
It is clear that $G^{k}$ forms a semigroup because $\partial=\int^{-1}$.
Theorem 2. Each $L^{k} \in G^{k}$ can be decomposed into at most $n-1$ matrices related to exchange matrices.

## Proof:

[^2]Let's take

$$
\begin{aligned}
G^{k} \ni L^{k}=\partial^{k-1} L \int^{k-1}= & \\
& =\partial^{k-1} L_{(n-1) n}\left(\varepsilon_{n-1}\right) \ldots L_{23}\left(\varepsilon_{2}\right) L_{12}\left(\varepsilon_{1}\right) \int^{k-1}= \\
& =\partial^{k-1} L_{(n-1) n}\left(\varepsilon_{n-1}\right) \int^{k-1} \partial^{k-1} \ldots \int^{k-1} \partial^{k-1} L_{23}\left(\varepsilon_{2}\right) \int^{k-1} \partial^{k-1} L_{12}\left(\varepsilon_{1}\right) \int^{k-1}= \\
& =L_{(n-1) n}^{k}\left(\varepsilon_{n-1}\right) \ldots L_{23}^{k}\left(\varepsilon_{2}\right) L_{12}^{k}\left(\varepsilon_{1}\right)
\end{aligned}
$$

## 4 Properties of exchange matrices under $\partial-\int$ transformation

Definition 12. $c_{1}(x)=1$

$$
\begin{aligned}
& c_{2}(x)=c_{1}(1)+c_{1}(2)+\ldots c_{1}(x)=x \\
& c_{3}(x)=c_{2}(1)+c_{2}(2)+\ldots c_{2}(x)=1+2+\ldots+x=\frac{1}{2} x(x+1) \\
& \vdots \\
& c_{k}(x)=c_{k-1}(1)+c_{k-1}(2)+\ldots+c_{k-1}(x)=\frac{1}{(k-1)!} x(x+1)(x+2) \ldots(x+k-2)^{3} \\
& \int^{k}=\left(\begin{array}{ccccccc}
c_{k}(1) & 0 & 0 & 0 & 0 & \ldots & 0 \\
c_{k}(2) & c_{k}(1) & 0 & 0 & 0 & \ldots & 0 \\
c_{k}(3) & c_{k}(2) & c_{k}(1) & 0 & 0 & \ldots & 0 \\
c_{k}(4) & c_{k}(3) & c_{k}(2) & c_{k}(1) & 0 & \ldots & 0 \\
c_{k}(5) & c_{k}(4) & c_{k}(3) & c_{k}(2) & c_{k}(1) & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
c_{k}(n) & c_{k}(n-1) & c_{k}(n-2) & c_{k}(n-3) & c_{k}(n-4) & \ldots & c_{k}(1)
\end{array}\right)
\end{aligned}
$$

Definition 13. Pascal's triangle coefficients
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\partial^{k}=\left($$
\begin{array}{ccccccc}
t_{k}(1) & 0 & 0 & 0 & 0 & \ldots & 0 \\
-t_{k}(2) & t_{k}(1) & 0 & 0 & 0 & \ldots & 0 \\
t_{k}(3) & -t_{k}(2) & t_{k}(1) & 0 & 0 & \ldots & 0 \\
-t_{k}(4) & t_{k}(3) & -t_{k}(2) & t_{k}(1) & 0 & \ldots & 0 \\
t_{k}(5) & -t_{k}(4) & t_{k}(3) & -t_{k}(2) & t_{k}(1) & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
(-1)^{n+1} t_{k}(n) & (-1)^{n} t_{k}(n-1) & (-1)^{n-1} t_{k}(n-2) & (-1)^{n-2} t_{k}(n-3) & (-1)^{n-3} t_{k}(n-4) & \ldots & t_{k}(1)
\end{array}
$$\right)
\]

Definition 14. General form of $L_{p q}(\varepsilon)$ matrix under $\partial-\int$ transformation


Proof:
Let $D_{p q}(\varepsilon)=L_{p q}(\varepsilon)-I d$, i. e. $\left(D_{p q}\right)_{p p}=-\varepsilon,\left(D_{p q}\right)_{q p}=\varepsilon$ and $\left(D_{p q}\right)_{i j}=0$ elsewhere.
$L_{p q}^{k+1}(\varepsilon)=\partial^{k} L_{p q}(\varepsilon) \int^{k}=\partial^{k}\left(I d+D_{p q}(\varepsilon)\right) \int^{k}=\partial^{k} I d \int^{k}+\partial^{k} D_{p q}(\varepsilon) \int^{k}=I d+\partial^{k} D_{p q}(\varepsilon) \int^{k}$ and it immediatelly follows that $L_{p q}^{k+1}$ is of the above form.

## 5 Examples

## Example 1

$p=3, q=6, \mathrm{n}=9$

$$
\begin{aligned}
& L_{36}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1-\varepsilon & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & \varepsilon & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \\
& L_{36}^{2}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\varepsilon & -\varepsilon & 1-\varepsilon & 0 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon & \varepsilon & \varepsilon & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\varepsilon & \varepsilon & \varepsilon & 0 & 0 & 1 & 0 & 0 & 0 \\
-\varepsilon & -\varepsilon & -\varepsilon & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)=I d+\left(\begin{array}{c}
0 \\
0 \\
-1 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)\left(\begin{array}{lllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon+ \\
& \left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
-1 \\
0 \\
0
\end{array}\right)\left(\begin{array}{lllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon \\
& L_{36}^{6}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-15 \varepsilon & -5 \varepsilon & 1-\varepsilon & 0 & 0 & 0 & 0 & 0 & 0 \\
75 \varepsilon & 25 \varepsilon & 5 \varepsilon & 1 & 0 & 0 & 0 & 0 & 0 \\
-150 \varepsilon & -50 \varepsilon & -10 \varepsilon & 0 & 1 & 0 & 0 & 0 & 0 \\
165 \varepsilon & 55 \varepsilon & 11 \varepsilon & 0 & 0 & 1 & 0 & 0 & 0 \\
-150 \varepsilon & -50 \varepsilon & -10 \varepsilon & 0 & 0 & 0 & 1 & 0 & 0 \\
165 \varepsilon & 55 \varepsilon & 11 \varepsilon & 0 & 0 & 0 & 0 & 1 & 0 \\
-150 \varepsilon & -50 \varepsilon & -10 \varepsilon & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)=I d+\left(\begin{array}{c}
0 \\
0 \\
-1 \\
5 \\
-10 \\
10 \\
-5 \\
1 \\
0
\end{array}\right)\left(\begin{array}{ccccccccc}
15 & 5 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon+
\end{aligned}
$$

$$
\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
-5 \\
10 \\
-10
\end{array}\right)\left(\begin{array}{lllllllll}
15 & 5 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon
$$

## Example 2

$$
\begin{aligned}
& p=5, q=7, \mathrm{n}=9 \\
& L_{57}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1-\varepsilon & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \varepsilon & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \\
& L_{57}^{5}(\varepsilon)=I d+\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-1 \\
4 \\
-6 \\
4 \\
1
\end{array}\right)\left(\begin{array}{lllllllll}
35 & 20 & 10 & 4 & 1 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon+\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
-4 \\
6
\end{array}\right)\left(\begin{array}{lllllllll}
35 & 20 & 10 & 4 & 1 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon=
\end{aligned}
$$

$$
\begin{aligned}
& I d+\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-1 \\
4 \\
-5 \\
0 \\
-5
\end{array}\right)\left(\begin{array}{lllllllll}
35 & 20 & 10 & 4 & 1 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon=I d+\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-35 & -20 & -10 & -4 & -1 & 0 & 0 & 0 & 0 \\
140 & 80 & 40 & 16 & 4 & 0 & 0 & 0 & 0 \\
-175 & -100 & -50 & -20 & -5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-175 & -100 & -50 & -20 & -5 & 0 & 0 & 0 & 0
\end{array}\right) \varepsilon= \\
& \left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-35 \varepsilon & -20 \varepsilon & -10 \varepsilon & -4 \varepsilon & 1-\varepsilon & 0 & 0 & 0 & 0 \\
140 \varepsilon & 80 \varepsilon & 40 \varepsilon & 16 \varepsilon & 4 \varepsilon & 1 & 0 & 0 & 0 \\
-175 \varepsilon & -100 \varepsilon & -50 \varepsilon & -20 \varepsilon & -5 \varepsilon & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-175 \varepsilon & -100 \varepsilon & -50 \varepsilon & -20 \varepsilon & -5 \varepsilon & 0 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

Example 3

$$
\begin{aligned}
& p=5, q=6, \mathrm{n}=9 \\
& L_{56}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1-\varepsilon & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \varepsilon & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \\
& L_{56}^{2}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-\varepsilon & -\varepsilon & -\varepsilon & -\varepsilon & 1-\varepsilon & 0 & 0 & 0 & 0 \\
2 \varepsilon & 2 \varepsilon & 2 \varepsilon & 2 \varepsilon & 2 \varepsilon & 1 & 0 & 0 & 0 \\
-\varepsilon & -\varepsilon & -\varepsilon & -\varepsilon & -\varepsilon & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

$$
L_{56}^{3}(\varepsilon)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-5 \varepsilon & -4 \varepsilon & -3 \varepsilon & -2 \varepsilon & 1-\varepsilon & 0 & 0 & 0 & 0 \\
15 \varepsilon & 12 \varepsilon & 9 \varepsilon & 6 \varepsilon & 3 \varepsilon & 1 & 0 & 0 & 0 \\
-15 \varepsilon & -12 \varepsilon & -9 \varepsilon & -6 \varepsilon & -3 \varepsilon & 0 & 1 & 0 & 0 \\
5 \varepsilon & 4 \varepsilon & 3 \varepsilon & 2 \varepsilon & \varepsilon & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

## 6 References

Allison, R. and J. Foster (2004). Measuring health inequality using qualitative data. Journal of Health Economics 23: 505-524.

Atkinson A B, Bourguignon F. 1982. The Comparison of MultiDimensioned Distributions of Economic Status, Review of Economic Studies, 49(2):183-201.
A. Calvo-Armengol, M.O. Jackson, Networks in labor markets: wage and employment dynamics and inequality, J. Econ. Theory 132 (2007) 27-46.

Chetty R, Hendren N, Kline P, Saez E, Turner N. 2014. Is the United States Still a Land of Opportunity? Recent Trends in Intergenerational Mobility, American Economic Review 104(5):141-47. Deaton, A. (2003). Health, inequality, and economic development. Journal of Economic Literature 16: 113-158.

Deaton, A. (2010). Price Indexes, Inequality, and the Measurement of World Poverty, American Economic Review 100(1):5-34.
Esteban J M, Ray D. 1994. On the measurement of polarization, Econometrica 62(4): 819-851.
Genest C, Neslehova J. 2007. A primer on copulas for count data. The Astin Bulletin 37: 475-515. Jancewicz B. 2015. Measurement of income inequality re-examined : constructing experimental tests by questionnaire, Instytut Socjologii UW

Kobus M. 2012. Attribute decomposability of multidimensional inequality indices, Economics Letters 117(1):189-191.
Kobus 2015, Polarization measurement for ordinal data, Journal of Economic Inequality 13(2):275297.

Kobus M. and P. Miłoś (2012). Inequality decomposition by population subgroups for ordinal data, Journal of Health Economics 31:15-21.

Makdissi P., Yazbeck M. 2014. Measuring socioeconomic health inequalities in presence of multiple categorical information, Journal of Health Economics 34(C): 84-95.

Meyer M, Strulovici B. 2015. Beyond correlation: measuring interdependence through complemen-
tarities, Nuffield Collega Oxford University Working Paper Milgrom, P., and Roberts, J. (1990). The Economics of Modern Manufacturing: Technology, Strategy, and Organization, American Economic Review 80:511-528

Nelsen R B. 1999. An Introduction to Copulas. New York: Springer-Verlag.
Parker, D. S., Ram P. 1997. Greed and majorization. Tech. Report, Department of Computer Science, University of California, Los Angeles.
Sonne-Schmidt C, Tarp F, Osterdal LP. 2015. Ordinal bivariate inequality: concepts and application to child deprivation in Mozambique. Review of Income and Wealth 2015 (in print).


[^0]:    *Corresponding author; Institute of Economics, Polish Academy of Sciences, Palac Staszica, Nowy Swiat 72, 00-330 Warsaw, Poland; email: mkobus@wne.uw.edu.pl; Phone +48226572707 ; Fax +48228267254 ;
    ${ }^{\dagger}$ The project was supported by National Science Centre in Poland.

[^1]:    ${ }^{1} x=L y=\left(l_{11} y_{1}, l_{21} y_{1}+l_{22} y_{2}, \ldots, l_{n 1} y_{1}+l_{n 2} y_{2}+\ldots+l_{n 1} y_{n}\right), \int x=\left(l_{11} y_{1},\left[l_{11}+l_{21}\right] y_{1}+l_{22} y_{2}, \ldots,\left[l_{11}+l_{21}+. .+\right.\right.$ $\left.\left.l_{n 1}\right] y_{1}+\left[l_{22}+l_{32}+\ldots+l_{n 2}\right] y_{2}+\ldots+l_{n 1} y_{n}\right)$ and we clearly have $\int x \leqslant v e c \int y$ because each of $\left[l_{1 m}+l_{2 m}+. .+l_{k m}\right] \leqslant 1$, because $L$ is columnt stochastic. Additionally we obtain that $\sum_{i=1}^{n} x_{i}=\left[l_{11}+l_{21}+. .+l_{n 1}\right] y_{1}+\left[l_{22}+l_{32}+\ldots+\right.$ $\left.l_{n 2}\right] y_{2}+\ldots+l_{n 1} y_{n}=\sum_{i=1}^{n} y_{i}$

[^2]:    ${ }^{2}$ we regroup terms by $k$

[^3]:    ${ }^{3}$ Generating function for $c_{1}(n)$ is $\frac{1}{1-x}$, so giving the form of $c_{k}(n)$, its generating function will be $\left(\frac{1}{(1-x)}\right)^{k}$, so $c_{k}(1+n)=\frac{1}{n!}\left(\left(\frac{1}{(1-x)}\right)^{k}\right)^{(n)}(0)=\frac{1}{n!}\left((1-x)^{-k}\right)^{(n)}(0)=\frac{1}{n!} k(k+1)(k+2) \ldots(k+n-1)\left((1-x)^{-k-n}\right)(0)=$ $\frac{1}{n!} k(k+1)(k+2) \ldots(k+n-1)=\frac{(k+n-1)!}{n!(k-1)!}=\frac{1}{(k-1)!}(n+1)(n+2) \ldots(n+k-1)$, so it agrees with our formula.

